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Abstract: An evolutionary back-propagation neural network (BP) which automates the design of BP networks 

using a new evolutionary learning algorithm is proposed in this paper. This new evolutionary learning algorithm 

is based on a hybrid of genetic algorithm(GA) and particle swarm optimization (PSO), and is thus called 

HGAPSO. In HGAPSO, the position and velocity in a new generation are updated, not only by PSO, but also by 

the crossover and mutation operation as in GA. The concept of select strategy is adopted in HGAPSO, where 

upper-half of the best-performing particles in a population are selected to be updated by PSO. However, instead 

of discard the other particles, these particles not selected will be updated by performing crossover and mutation 

operation to generate the next generation. What’s more, a series of experiment is performed on six benchmark 

functions to confirm its performance. It is found that the proposed algorithm can get better solution quality in 

solving the global optimization problems and avoiding the local minimal. Based on it, the proposed algorithm is 

applied to train the BP neural network for the fault diagnosis. The performances of the trained neural network are 

compared with other neural networks trained by different inspired algorithms and these results show that the 

neural network trained by the proposed algorithm is more robust and efficient when it is used to predict the fault 

diagnosis. 
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I. INTRODUCTION 
Among all kind of optimization methods, the particle swarm optimization (PSO) has become very 

popular and it was applied in many fields, such as manufacturing and robotics [1–3], electrical power systems 

[4–8], engineering [9–11] and others[12–18].  

The PSO was introduced for unconstrained continuous problems [19-20]. The initialization of PSO is 

done with a population of random particles, and each particle adjusts its position according to its own experience 

and the experience of neighboring particles. Moreover, the PSO algorithm was improved by many researchers in 

recent years because the PSO is a very simple theoretical framework [19] and easy to be coded and implemented. 

In addition, the PSO technique can obtain a high quality solution within shorter calculation time and it is stable 

convergence characteristics than other stochastic methods [21].  

Although PSO has fast convergence behavior, there is some deficiency in the performance of PSO. The 

PSO algorithm was improved by many researchers in recent years to resolve the premature convergence. In [22], 

a new approach to particle swarm optimization algorithm is presented. The proposed algorithm concern the 

particle swarm optimization algorithm as a model of predator and prey. In[23], an efficient global particle swarm 

optimization (GPSO) algorithm is proposed which is based on a new updated strategy of the particle position. The 

strategy can enhance the exploration capability of the GPSO algorithm and avoid the local minimal. In [24], the 

authors try to improve the performance of the PSO by incorporating the linkage concept, which is an essential 

mechanism in genetic algorithms, and design a new linkage identification technique that is used to address the 

linkage problem in real-parameter optimization problems. 

During the past decades, artificial neural network (ANN) has been widely used in many different 

domains [25–27], such as load forecasting [28,29] and fault diagnosis. Compared with other methods, ANN 

methods are advantageous in terms of high data error tolerance, easy adaptability to online measurements, no need 

for excess information. A back Propagation Neural Network (BPNN) [30] is a typical artificial neural network. It 

is essentially a mapping function from input vector(s) to output vector(s) without knowing the correlation between 

the data. It can implement any complex nonlinear mapping function proved by mathematical theories, and 

approximate an arbitrary nonlinear function with satisfactory accuracy [31].  

But the BP neural network easy to get local optimal, and the convergence speed slower in late training, 

so some researchers tried to introduce inspired algorithm to optimize the BP neural network to find the optimal 

weights and biases of the network before training, thus speeding up the convergence speed of training and 

effectively avoiding algorithm into local optimal at the same time. In[32], a new evolutionary artificial neural 

network (ANN) algorithm based on an improved PSO is presented. The improved PSO employs parameter 

automation strategy, velocity resetting, and crossover and mutations to significantly improve the performance of 
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the original PSO algorithm in global search and fine-tuning of the solutions. In[33], a method that combines 

PSO-BP with comprehensive parameter selection is proposed. The IS-PSO-BP is short for Input parameter 

Selection IS-PSO-BP, where IS stands for Input parameter Selection. To evaluate the forecast performance of 

proposed approach. In[34], a model is established by combining GA with BP neural network. The model makes 

use of GA to solve global optimization problems, and construct neural network model. In[35], a hybrid 

algorithm is proposed for training ANN. The ability of metaheuristics and greedy gradient based algorithms are 

combined to obtain a hybrid improved opposition based particle swarm optimization and a back propagation 

algorithm with the momentum term. 

Although these researchers have shown that evolutionary algorithms performs well for training neural 

network because it is capable of quickly finding and exploring promising regions in the search space, they take 

relative inefficiency in fine tuning solutions and may fall in the local optimal or cannot find the global best 

solution. Moreover, a potentially dangerous property in PSO still exists: stagnation due to the lack of momentum, 

which makes it impossible to arrive at the global optimum. By embedding of the genetic operators in the PSO, 

the balance between the exploration and exploitation ability is improved further. Thus, the idea of the proposed 

algorithm is to combine the ability of social thinking in PSO with the global search capability of GA to improve 

the ability of the hybrid algorithm. 

The rest of the paper is organized as follows. The related works for algorithm is developed in Section 2. 

In section 3, a hybrid of genetic algorithm(GA) and particle swarm optimization (PSO) is presented. In section 4, 

a series of experiment is performed on six benchmark functions to confirm the performance of the proposed 

algorithm. Section 5 describes the BP neural work and the model of the BP neural network optimized by the 

HGAPSO. And the application of the model used in machinery fault diagnosis is developed in section 6. Finally, 

the conclusions are given in Section 7.   

 

II. RELATED WORKS 
The proposed algorithm combines GA with PSO to form a hybrid PSO. This hybrid of a PSO with existing 

algorithms can always produce a better algorithm than either the GA or the existing algorithms alone. In this 

section, basic concepts of GA and PSO are introduced, followed by a detailed introduction of hybrid PSO-GA 

algorithm in the next section. 

 

2.1 Particle Swarm Optimization 

The PSO is inspired from the strategy that is to search the surrounding area of the bird which is the 

closest to the food and it is used to settle optimization problems [19-20]. The bird has been assumed as the 

particle with no quality and volume and it has been extended to N-dimensional space where the position of 

particle i is expressed as vector 1 2[ , , , ]i i i iNx x x x  and its flying velocity as vector . For the 

kth iteration, every particle in the PSO changes according to the equation as follow: 

                    1 2
() ( ) () ( )

k+1 k k k

i i i i g i
c rand P x c rand P x                            (1) 

                         

1 1k k k

i i i
x x 

 
                                        (2) 

Particle i decides its next position according to equation (1) and (2). And the movement of these particle in 

the swarm is shown in Fig.1 . 

 

 
Fig.1 Particle movement in the swarm 

Where 
1

() ( )
k

i ip c rand P x    and 
2

() ( )
k

g iG c rand P x    

 

2.2 Genetic Algorithm 

In GA[36], a candidate solution for a specific problem is called an individual or a chromosome and 

consists of a linear list of genes. Each individual represents a point in the search space, and hence a possible 

1 2[ , , , ]i i i iNV V V V 
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solution to the problem. A population consists of a finite number of individuals. Each individual is decided by 

an evaluating mechanism to obtain its fitness value. Based on this fitness value and undergoing genetic 

operators, a new population is generated with each successive population referred to as a generation. The GA 

use three basic operators (selection, crossover, and mutation) to manipulate the genetic composition of a 

population. Selection is a process by which the most highly rated individuals in the current generation are 

selection to produce the offspring in the new generation. The crossover operator produces two off-springs (new 

candidate solutions) by recombining the information from two parents. There are two processing steps in this 

operation. In the first step, a given number of crossing sites are selected uniformly, along with the parent 

individual at random. In the second step, two new individuals are formed by exchanging alternate pairs of 

selection between the selected sites. Mutation is a random alteration of some gene values in an individual. The 

allele of each gene is a candidate for mutation, and its function is determined by the mutation probability. 

 

III. HYBRID OF PSO AND GA 
Inspired by previous studies[37-39], the new offspring generated by GA and their parents are combined 

and sorted. Thereafter, the best M members are chosen to form the population of the next generation. It provides 

the chance of survival for parents in the next generation, hence the overall rapid convergence are enhanced. In 

addition, in the later process of the evolution, a large variance of variables will result in the long convergence 

history. 

The proposed hybrid method is done in a two-step process. A generation has M particles and their 

values are evaluated. The first step is named PSO update step. It will be done on the best n particles and produce 

n offspring to be used in the next generation. The number of the best particles will be discussed in this paper, 

then the proportion will be decided according to the performance. The rest particles will not be discarded to 

make room for the new offspring generated by the GA step. Second, in the GA step, the rest particles will be 

generated by using genetic algorithm to improve the diversity of the swarm. And the genetic variants are taken 

by crossing over with the rest particles and dynamic mutation to generate other members. As a result, the new 

generation will have M particles whose values will be evaluated again. The flowchart showing the hybrid 

PSO-GA is presented in Fig. 2. 

 

 
Fig.2: Flow of the HGAPSO 

 

IV. TEST FUNCTIONS AND EXPERIMENTAL RESULTS 
Real problems nowadays are more and more complex. Their objective functions are often multimodal 

with peaks, valleys, channels, and flat hyper-planes of different heights. Solving these types of problems, which 

are classified as global optimization problems, to optimal these problems undoubtedly becomes a true challenge. 

Test functions have many characteristics for simulating the complexity of most real applications. For example; 

multimodal functions are used to test the ability of an algorithm to escape from any local minimum.  

 

4.1 Benchmark And Experimental Settings 

Twelve well-known classical benchmark functions [40] that consist of unimodal, multimodal, separable, 

and non-separable types are used to evaluate the performance of some algorithms. In this paper, the HGAPSO is 

tested on six standard benchmark functions to confirm its performance. The equations of these functions are 

shown in Table 1 and the figures of these functions are shown in Fig.3. 

Table 1 Test functions 

Test function Dimension Range of search 
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In the Fig.3, the figures of six benchmark functions when the dimension is 2 is shown. And the first 

three functions are unimodal with only one optimal, which is used to confirm the ability of the HGAPSO in 

finding the global best solution. The others are multimodal with some local optima, which can be used to 

confirm that the HGAPSO can avoid the local minimal. The HGAPSO has also been tested against with GA and 

improved PSO algorithm in [41-43].  

      
 

                                   (a)                                  (b) 

         
                             

                                 (c)                                        (d) 
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                             (e)                                                 (f) 

Fig.3: The figure of benchmark function 

(a) test function 1 (b) test function 2 (c) test function 3 (d) test function 4 (e) test function 5 (f) test function 6 

 

4.2 Comparison Results 

The comparison among different algorithms is based on four types of performance indexes that is the 

average value, the best value, the worst value and the standard deviation over 50 runs. The computation results 

of these algorithms are demonstrated in Table 2. 

Tables 2 shows the results of the best, worst, average and the standard deviation values that are 

achieved by the PSO, IPSO and the HGAPSO for six benchmark functions in the same dimensional sizes. The 

standard optimal value for function 1 to 4 and function 6 in this analysis is zero. Whereas, The standard optimal 

value for function 5 in this analysis is smaller. From Table 2, it can be seen that the proposed algorithm is 

superior to other algorithms not only in the average value, the best value and the worst value, the standard 

deviation of the proposed algorithm tested in six benchmark functions is also far less than other algorithm. 

What’s more, since the dimension of each test function is high, the PSO and IPSO algorithms could not provide 

the global optimal value in the same manner that the HGAPSO could. Thus, the HGAPSO algorithm can 

overcome the problem of falling in the local optima but others can’t. From the experimental result, it is clear that 

the mean fitness and standard deviation of PSO are big of the first two functions, therefore, this algorithm also 

has bigger fluctuations when solving some simple functions. Meanwhile, from the performance of these 

improved PSO algorithms, it can be seen that these improved PSO algorithms can’t solve these functions all 

with good performances, so there are some flaws of these improved PSO algorithms. Therefore, it can be seen 

from the above experimental result that the HGAPSO is a suitable tool to solve the global optimization problems 

of complicated functions.  

 

Table 2: The computation results of different algorithms 

Function  PSO In [41] In [42] In [43] HGAPSO 

1f  

Best 5.5877E-02 1.3431E-02 1.4784E-03 7.9793E-02 1.5015E-17 

Worst 6.7045E+00 2.8484E+00 4.3045E-01 3.5472E+00 2.1862E-16 

Average 1.0249E+00 3.9260E-01 1.1762E-01 9.8227E-01 8.7670E-17 

St.Dev 1.2202E+00 5.3264E-01 1.0454E-01 8.8799E-01 5.0651E-17 

       

2f  

Best 1.9766E-02 2.1550E-02 2.8987E-03 3.0987E-01 6.8852E-15 

Worst 1.1894E+01 4.4995E+00 2.6397E+00 1.0157E+01 7.0592E-11 

Average 1.3062E+00 5.0634E-01 4.0032E-01 2.0803E+00 6.2126E-12 

St.Dev 1.9546E+00 7.7339E-01 5.2785E-01 1.6967E+00 1.2899E-11 

       

3f  

Best 3.8404E-06 1.9732E-06 1.4765E-06 1.3954E-05 1.7164E-11 

Worst 2.7290E+01 1.1016E+03 1.0639E+02 3.8092E+00 1.9888E-07 

Average 1.5786E+00 4.1515E+01 3.9266E+00 1.5014E-01 9.8060E-09 

St.Dev 5.0268E+00 1.9025E+02 1.9237E+01 5.7379E-01 3.0401E-08 
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4f  

Best 1.8567E+00 2.0292E+00 1.8557E+00 1.8864E+00 1.0489E-08 

Worst 5.5275E+00 5.4745E+00 5.8222E+00 5.3541E+00 2.0133E+00 

Average 3.7516E+00 3.6462E+00 3.4811E+00 3.4858E+00 4.0266E-02 

St.Dev 7.7320E-01 8.7155E-01 9.1665E-01 8.2545E-01 2.8473E-01 

       

5f  

Best -7.2596E+01 -7.4090E+01 -7.1264E+01 -7.4197E+01 -7.8332E+01 

Worst -5.9886E+01 -6.1363E+01 -5.9953E+01 -5.7742E+01 -7.2678E+01 

Average -6.6605E+01 -6.7325E+01 -6.6566E+01 -6.4299E+01 -7.6229E+01 

St.Dev 3.1008E+00 3.0139E+00 2.4808E+00 3.5653E+00 1.5104E+00 

       

6f  

Best 2.3919E-02 4.0090E-02 3.7182E-02 4.2645E-01 8.7759E-08 

Worst 8.4541E+00 5.1556E+00 5.1195E+00 1.4823E+01 1.5293E-05 

Average 2.2566E+00 1.7906E+00 1.3084E+00 3.6955E+00 1.5081E-06 

St.Dev 1.7580E+00 1.3546E+00 1.1070E+00 2.7761E+00 3.2340E-06 

 

V. HGAPSO-BP NEURAL NETWORK 
Artificial neural network (ANN) is established by referring to the structure and characteristics of 

human brain, which is interconnected with a large number of simple processing units. And ANN is a nonlinear 

dynamical system to realize large-scale parallel distributed information processing. Compared with conventional 

information processing methods, ANN has some characteristics including structure variability, high nonlinearity, 

self-learning and self-organization ,etc. As a kind of ANN, BP neural network has been one of the most widely 

used network nowadays. 

 

5.1 BP neural network 

The BP neural network is used as a baseline method and it is described briefly in this section. The 

structure of a BP neural network is shown in Fig. 4. Each node in the network is a neuron whose function is to 

calculate the inner product of the input vector and weight vector by a nonlinear transfer function to get a scalar 

result. This particular network is a three-layer network: the input layer, the hidden layer and the output layer. 

 

 
Fig.4: The structure of the BP neural network 

 

In the Fig.4 , the number of the input neuron is Q, the number of the output neuron is J and the number 

of the hidden neuron is I. Before the design of a neural network, the number of the input neuron and the number 

of the output neuron are decided by the set of the sample used to train the neural network. The number of the 

hidden neuron is decided by some empirical equations [44]. 

 

 

5.2 The back-propagation learning algorithm 

Error back-propagation divides the learning process to two stages. The first stage is forward propagation. 

Via the input layer, the input is processed by the hidden layer to obtain the actual output of each neuron. The 
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second stage is back propagation. If the output layer can’t get the expected value, the error that is the difference 

between the actual output and the expected value, is layer-by-layer calculated recursively. Then the error is used 

to adjust the weight between different layers. And nodal bias using the chain rule as shown in Fig.5. 

 

 
 

(a) Input Layer                                      (b) Hidden Layer 

Fig.5: Error back-propagation 

 

It is proved that a BP neural network with hidden layers can approximate any nonlinear continuous 

function with any accuracy. Then define a BP neural network with a hidden layers and h neurons. Each neuron 

just receives the outputs of previous layer, and outputs to the neurons of the next layer.  

 

5.3 The HGAPSO-BP learning algorithm 

The BP neural network optimized by the HGAPSO is also called HGAPSO-BP algorithm, it takes the 

weights and biases of neurons trained as one particle for the proposed algorithm. The fundamental idea of 

HGAPSO-BP algorithm can be described in Fig.6. 

 

 
Fig.6: The flowchart of HGAPSO-BP 

 

VI. SIMULATION AND RESULTS 
Statistics show that about 60% of all failures for a gearbox failure is caused by the gear, so the failure 

of the gear is studied in this paper. For the study of the failure of gear, the two mainly failures for the gear are 

the crack in the bottom of gear and the fracture of the gear. And there are figures used to show the status of the 

gear ( Fig.7). Furthermore, the status of the gear is decided by fifth feature values and these values are the 

sample data used to be trained and tested in the neural network.  

In this paper, the three kinds status of the gear is defined as vector to be recognized by the neural 

network and the normal status is (1,0,0), the fault of the crack in the bottom of gear is (0,1,0) and the fault of the 

fracture of the gear is (0,0,1). 
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(a)                                (b)                              (c) 

 

Fig.7: The status of gear 

(a) normal                (b) the crack in the bottom of gear        (c) the fracture of the gear 

 

In the design of the neural network, the most important task is to decide the number of neuron in each 

layer. From the description of the problem mentioned above, it can be seen the output is decided by fifth feature 

values and the output is defined as a vector, so the number of neurons in input layer is 15 and the number of 

neurons in output layer is 3. There are many empirical equations can be used to compute the number of neurons 

in hidden layer. So, the number of neurons in hidden layer will be decided by the performance of these empirical 

equations and the performance is demonstrated in the error of the neural network. From equation (3), it can be 

computed the number of neurons in hidden layer shown in Table 3 and the performance is shown in Table 4. 

Table 4 shows the results of the best, worst, average and the standard deviation values that are obtained 

when the neurons in hidden layer is different. In the criterion shown in Table 4, the range of the performance 

can be seen from the best value and the worst value. And the stability can be seen from the average value and 

the standard deviation. From Table 4, it can be seen when the number of neurons is 12, the best value is prior to 

other and when the neurons is 14 and 16, the worst value is superior to other neurons. Meanwhile, the average 

and the standard deviation is the best when the number of neurons is 16. Therefore, the number of neurons in 

hidden layer is 16 to get the best performance. 

 

Table 3: The number of neurons computed by empirical equations 

Empirical equation Range 

, [1,10]I Q J c c   
 [6,15] 

2
logI Q

 4 

I QJ
 7 

2 1I Q   
31 

1I Q   
[0,16] 

 

Table 4: The performance of neural network with different neurons in hidden layer 

Error 4 6 7 8 9 10 11 

Best 4.3615E-03 1.4077E-03 3.3410E-0

3 

5.1981E-0

3 

4.5023E-03 1.6927E-03 3.5295E-0

3 

Worst 1.4143E+00 1.4142E+0

0 

1.7320E+

00 

1.7321E+

00 

1.7321E+00 1.4132E+00 1.4127E+0

0 

Average 4.0187E-01 2.2391E-01 3.3449E-0

1 

3.6695E-0

1 

2.9966E-01 2.4718E-01 1.6033E-0

1 

St.Dev 4.9922E-01 4.2101E-01 5.0586E-0

1 

5.2362E-0

1 

4.8530E-01 4.2841E-01 3.5823E-0

1 

Error 12 13 14 15 16 31 
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Best 1.0813E-03 1.1500E-03 6.1742E-03 1.5408E-03 1.3599E-03 2.2614E-03 

Worst 1.6180E+00 1.0015E+00 1.0001E+00 1.4084E+00 1.0001E+00 1.4142E+00 

Average 1.7515E-01 2.0371E-01 1.8071E-01 1.4479E-01 1.2742E-01 2.2281E-01 

St.Dev 3.8181E-01 3.7926E-01 3.6150E-01 3.4878E-01 2.9535E-01 4.1773E-01 

 

In order to compare the performance of the HGAPSO-BP algorithm with other evolutionary algorithms, 

the GA-BP, PSO-BP, improved PSO-BP with nonlinear weights and a hybrid GA-PSO based on GA[45]are 

implemented. Table 5 shows the numerical results of the best value, the worst value, the average and the standard 

deviation of the tested error back from BP neural network of the 50 independent runs produced by both learning 

algorithms. The four integral criteria can describe the performance of learning algorithm. The range of the 

performance can be seen from the best value and the worst value. And the stability can be seen from the average 

value and the standard deviation. 

Table 5 shows the values of best, worst, average and the standard deviation that are achieved by the PSO, 

GA, improved PSO with nonlinear weight, hybrid GA and PSO based on GA and the proposed algorithm when 

these algorithms are used as learning algorithm for BP neural network and applied on the fault diagnosis of the 

gear. The ideal optimal value for the tested error produced from the test sample of the gear’s diagnosis in this 

analysis is that the fitness value is zero.  

From the value of best value, worst value, the average and the standard deviation obtained from the 

proposed algorithm, it can be seen that the proposed algorithm has the minimum value between these algorithms, 

and the hybrid GA and PSO based on GA algorithm is second to the proposed algorithm on the worst value, 

average and the standard deviation and the BP learning algorithm get the worst value in all aspects. And since 

the population size of each algorithms is high, the PSO-BP and improved PSO with nonlinear weight algorithms 

could not provide the global optimal value in the same manner that the proposed algorithm could. From these 

results, it can be concluded that the evolutionary algorithm is useful to train neural network and the hybrid 

algorithm can improved the performance compared to these algorithm alone. Thus, the proposed algorithm has a 

higher accuracy and stability than other algorithms.  

 

Table 5: The results of the error for both learning algorithm 

Algorithm

s 

BP GA-BP PSO-BP Improved PSO 

with nonlinear 

weight 

Hybrid GA and 

PSO based on 

GA 

HGAPSO-BP 

Best 1.3599E-03 1.2510E-0

3 

2.4143E-0

6 

6.9256E-13 8.4927E-08 2.1843E-141 

Worst 1.0001E+0

0 

5.3918E-0

3 

8.6337E-0

3 

3.2219E-03 9.3893E-04 1.2921E-04 

Average 1.2742E-01 3.2141E-0

3 

9.2315E-0

4 

5.4572E-04 3.2621E-04 3.7925E-05 

St.Dev 2.9535E-01 1.0860E-0

3 

1.4093E-0

3 

7.7790E-04 2.9709E-04 3.6730E-05 

 

VII. CONCLUSION 
An evolutionary back-propagation neural network (BP) which automates the design of BP networks 

using a new evolutionary learning algorithm is proposed in this paper. This new evolutionary learning algorithm 

is based on a hybrid of genetic algorithm(GA) and particle swarm optimization (PSO), and is thus called 

HGAPSO. The performance of proposed algorithm is tested on 6 classical benchmark functions with high 

dimensional size and compared with other inspired algorithm. The simulation results show that the proposed 

algorithm method performed well in solving high dimensional problems. The update by performing crossover 

and mutation operation to generate the next generation in the proposed algorithm did not only help the algorithm 

reach the global optimal results in a few iterations, but it also prevented the proposed algorithm from being 

trapped in local optimal results. 

Based on the proposed algorithm, the proposed algorithm is applied to train the BP neural work for the fault 

diagnosis. And the proposed algorithm is mainly used in adjusting the weight and bias of the neural network to 

test the sample data using to diagnose which type fault is produced. The results showed that the proposed 
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algorithm is effective and has more excellent performance compared to other algorithms. It can be concluded that 

the proposed algorithm is not only a suitable tool to solve the global optimization problems of complicated 

functions, but also a superior method to adjust the weight and bias of the neural network compared to other 

evolutionary algorithms. 
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